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Abstract

With the rise of large language models, many efforts have
been made to extend their capabilities to multimodal un-
derstanding, including video understanding. Traditional
benchmarks like NeXT-QA [29], while offering quantita-
tive measurements, often fall short in capturing the diverse
range of video content. Moreover, their QA formats do not
comprehensively evaluate the temporal understanding ca-
pabilities of models. We present a pioneering quantitative
benchmark, MMBench-Video, to evaluate the performance
of large vision-language models (LVLMs) in video under-
standing. MMBench-Video features long videos sourced
from YouTube and free-form QA, reflecting real-world ap-
plication scenarios. Focusing on video, we formulate ques-
tions that assess the model’s temporal understanding capa-
bilities. All questions are annotated by humans within a
meticulously designed ability taxonomy. We leverage Chat-
GPT to achieve automated evaluation. MMBench-Video
will serve as a valuable resource for the research commu-
nity, facilitating improved evaluation of models and foster-
ing future advancements in video understanding.

1. Introduction

Video, a ubiquitous multimedia format in our daily lives,
serves an indispensable function. The significant prolifer-
ation of online videos caters to people’s constant demands
for information and entertainment. This contributes to an
extensive and diverse network of visual experiences. The
widespread accessibility and consumption of video content
have reshaped how we communicate, learn, and connect in
the digital age.

Video is more than just a source of visual enjoyment; it
serves as a tool for transmitting knowledge and informa-
tion. In the field of artificial intelligence, understanding

video content is crucial. Videos contain contextual, emo-
tional, and linguistic details, enabling artificial intelligence
to explore and comprehend various facets of human cul-
ture, behavior, and social communication. This versatile
nature of videos not only enhances the AI’s comprehension
but also presents opportunities for a nuanced examination
of the complexities associated with human experiences and
interactions.

The significant progress in computer vision and natural
language processing has resulted in the emergence of var-
ious video models. Can video models understand videos
like humans do? Can these models acquire knowledge from
videos? Can they identify harmful content in video streams?
This extends beyond mere image perception, encompassing
nuanced comprehension and reasoning of context, emotion,
and abstract concepts. Therefore, the evaluation and mea-
surement of video model capabilities is an urgent task.

To address this problem, we have developed a novel
quantitative benchmark, MMBench-Video, to evaluate the
effectiveness of large vision-language models (LVLMs) in
video understanding. MMBench-Video differs from con-
ventional benchmarks in several key aspects:

* Longer Videos and Free-Form QAs: Unlike common
benchmarks that focus primarily on visually classifying
short videos, MMBench-Video shifts its focus to longer
videos and evaluates the model’s ability to answer free-
form questions. In addition, it is a multimodal benchmark
that considers visuals, speech, and text as important sig-
nals embedded in the video.

* Dynamic Temporal Understanding: MMBench-Video
is carefully designed to emphasize the temporal under-
standing capabilities of models. Test cases evaluate only
dynamic understanding, distinguishing it as a more au-
thentically “video-centric” benchmark.

* Comprehensive Evaluation through Diverse Abilities:
MMBench-Video explicitly includes videos from differ-



—— VideoChat Otter-V  —— Video-ChatGPT
Fine-grained
Perception
Logic [Cross-Instance]
Reasoning
Fine-grained
Perception
[Single-Instance]
Attribute as
Reasoning 5
Coarse
Pevception
Relation

Reasoning

Hallucination

Commion
Sense
Reasoning

Temporal
Reasoning

Understanding

—— MPlug-Owl ~ —— LLaMA-Adapter ~—— MovieChat
Event
HumanRecognition Object
Motion Recognition

Countin Attribute

g Recognition
Spatial Video
Relationship Style

Video
Scene

Human -object
Interaction

2.5
Human Video
Interaction Emotion
Sueurafd
g Topic

Mathematical —
. Hallucination
Calculation

Physical Future
Property Prediction

Function Causal

Reasoning Reasoning

ldentity Counterfactual
Reasoning CommorReasoning
Natural

Sense

Relation Physical  Social !
Reasoning

Relation Relation

Figure 1. Comparison of six mainstream video models on MMBench-Video. The left figure illustrates performance in terms of broad
(L2) abilities, while the right figure breaks down performance across detailed (L3) ability dimensions. Refer to Tab. 2 for comprehensive

score details.

ent subject areas, with questions that assess numerous
skills. The benchmark covers 26 specific abilities, allow-
ing for a thorough evaluation of an LVLM’s comprehen-
sion abilities.

To address the challenge of scoring free-form questions,
we propose to use ChatGPT powered by GPT-4 [23] for
automated scoring. Using a 3-point scale, the method fo-
cuses on semantic similarity, ignoring grammatical differ-
ences. Experimental results show agreement with human
judgment, highlighting the reliability and consistency of the
scoring system. This approach improves scoring by ac-
counting for semantic nuance and provides a detailed anal-
ysis of the model’s performance in generating responses to
open-ended questions.

We conduct a comprehensive evaluation of six main-
stream video models on MMBench-Video, reporting their
performance across diverse capability dimensions (refer to
Fig. 1). Performance rankings facilitate direct model com-
parisons, revealing insights into current video model short-
comings. With the help of MMBench-Video and other
multimodal benchmarks, we thoroughly evaluated different
approaches to understanding videos. This holistic assess-
ment aims to contribute valuable information for advancing
video model capabilities. It turns out that purely visual ap-
proaches to video understanding exhibit weak basic capabil-
ities. In contrast, multimodal approaches that leverage vi-
sual, speech, and text modalities demonstrate enhanced per-

formance on MMBench-Video, underscoring the efficacy of
a holistic, multimodal understanding paradigm. To summa-
rize our contribution:

1. New Video Understanding Dataset: MMBench-Video
addresses the limitations of earlier datasets with regards
to video duration and variety of questions. The videos
within this dataset are sourced directly from popular on-
line platforms, providing a more genuine representation
of real-life scenarios.

2. Comprehensive Evaluation: We conducted a thorough
evaluation of current video models on the MMBench-
Video dataset, providing scores on various fine-grained
abilities. This assessment helps the research community
grasp the current state of video model development.

3. Observation and Discovery: Through observation of
the current model’s performance, we point out its limited
understanding of videos, especially long videos, indicat-
ing the need for further development in this area. Ad-
ditionally, we carry out several experiments to elucidate
the model’s shortcomings, offering valuable perspectives
for future optimization.

2. Related Work
2.1. Video Question Answering Benchmarks

Video Question Answering (VideoQA) stands as a pivotal
benchmark for evaluating the advancement of AI models



in comprehending video content. The research community
has introduced a diverse spectrum of VideoQA benchmarks
spanning various visual domains. These domains include
human-centric videos, such as movies [26] and TV shows
[11, 15], social media content [7, 12, 13, 28, 29, 31, 34],
object-centric videos [22], synthetic scenarios [33], and
egocentric videos [9]. These datasets traditionally target
short videos, demanding concise answers. In contrast, our
dataset deviates by focusing on longer videos, challenging
models to produce detailed, free-form responses to intricate
questions. This distinction underscores the unique contri-
bution of our dataset in evaluating models’ proficiency in
handling extended video content and generating nuanced
answers to complex queries.

2.2. Video-Language Model

Recent advances in large language models (LLMs) such
as the GPT series [5, 24], LLaMA [27], and Vicuna [8],
have significantly improved video-language models. Pio-
neering examples such as Flamingo [2, 3] and FrozenBiLM
[30], demonstrate notable zero-shot learning capabilities.
These models integrate a vision encoder with a language
decoder for enhanced video understanding. With growing
demand for human-like interaction, recent video-language
models emphasize advanced, multi-modal human-model in-
teractions. This progress is crucial for developing advanced
chatbot technologies, which aim to create instruction-tuned
models such as Otter-V [16], VideoChat [17], and LLaMA-
Adapter [10], among others [21, 32, 35].

3. MMBench-Video

This section presents an overview of MMBench-Video,
including video and question selection and the develop-
ment of the ability taxonomy. We introduce the produc-
tion pipeline of the dataset and give various statistics. Im-
portantly, we explain how to leverage ChatGPT for fully
automated evaluation. The effectiveness and reasoning be-
hind this approach are detailed. This section aims to offer
insights into the benchmark’s design philosophy, shedding
light on its principles and methodologies.

3.1. Video Content

Previous video QA datasets, such as NeXT-QA [29], have
shown limited variation in video content, mainly featuring
single-shot videos. For verification, we process the videos
in NeXT-QA test set with PySceneDetect [6]. Among 1000
videos, 742 videos only have one single shot. In con-
trast, our MMBench-Video dataset overcomes this limita-
tion by incorporating videos with significantly higher com-
plexity, reflecting the intricately edited and processed nature
of videos watched daily. During the MMBench-Video col-
lection, we noticed a difference in the number of shots per
video, with an average of 32.2 shots per video, a significant

Games Food & Drink
Autos & Vehicles Business & Industrial
Computers & Electronics | Sports

People Instruction Video
Films & TV Shows Pets & Animals
Advertisements Science

Humor Knowledge
News Finance

Table 1. Video Categories in MMBench-Video. The 16 cate-
gories range from engaging topics like Entertainment and Sports
to informative subjects such as Science and Knowledge, ensuring
a comprehensive evaluation of diverse content genres.

boost compared to NeXT-QA. For a more in-depth analysis
and comparison, please refer to Fig. 3b. These results high-
light the increased diversity and realism incorporated in our
dataset.

MMBench-Video sources its content from YouTube, af-
fording notable advantages. Firstly, leveraging YouTube fa-
cilitates access to extensive metadata, encompassing video
titles, click metrics, and subtitles, enriching the contextual
understanding of the videos. Secondly, as the foremost
global streaming platform, YouTube ensures dataset diver-
sity through its broad global user base. Our categorization
approach draws inspiration from YouTube-8M [1] and is
adapted with minor modifications, culminating in the video
category in MMBench-Video (Tab. 1).

3.2. Ability Taxonomy

Inherited from MMBench [19], we formulated a 3-level hi-
erarchical ability taxonomy (refer to Fig. 2. At the top level,
we delineate two general abilities: Perception and Rea-
soning. Within the Perception domain, our taxonomy en-
compasses Coarse Perception, Fine-grained Single-Instance
Perception, and Fine-grained Cross-Instance Perception,
representing varying degrees of perceptual acuity. In the
Reasoning domain, we further refine our taxonomy to in-
clude Logic Reasoning, Attribute Reasoning, Relation Rea-
soning, Common Sense Reasoning, and Temporal Reason-
ing, capturing diverse facets of cognitive processing.

Additionally, we introduce Hallucination in the bench-
mark. This distinct dimension serves to gauge the extent
to which a model generates content that is nonsensical or
entirely fictional. By introducing this dimension, we aim
to provide a comprehensive evaluation framework that not
only scrutinizes the model’s adherence to reality but also
tests its susceptibility to generating misleading or inaccu-
rate information. This comprehensive taxonomy provides a
framework for evaluating and categorizing the capabilities
of models within our benchmark.
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Figure 2. Overview of ability dimensions in MMBench-Video. Currently, MMBench-Video incorporates three levels of ability dimen-

sions (from L-1 to L-3), which encompass 26 distinct leaf abilities

3.3. Question-Answer Pair

An issue with previous video QA datasets is the omission
of temporal information in many questions. In essence,
randomly selecting a frame from the video often suffices
to answer the question, making the questions static. We
define static questions as those in which more than 80%
of the frames in the video contain the necessary informa-
tion to answer it independently. In the case of NeXT-QA,
a manual inspection of 100 randomly selected questions
from the test set showed that 42% met our definition of
static questions. These questions do not sufficiently test the
model’s temporal understanding capabilities. When devel-
oping MMBench-Video questions, we heavily emphasized
incorporating temporal information and actively attempted
to avoid static questions. However, a small number of static
questions remained in our dataset. This issue results from
including Coarse Perception questions in our defined ability
taxonomy, which inherently evaluates the overall compre-
hension of the video.

In the MMBench-Video framework, each video is asso-
ciated with various questions. The questions are indepen-

dent of each other and have no progressive relationship.
Each question corresponds with several distinct ability di-
mensions. Calculations are based on these ability dimen-
sions when scoring and conducting statistical analyses. For
example, a question involving multiple capability dimen-
sions, like Object Recognition and Counting, is considered
twice when calculating scores for each corresponding di-
mension.

In MMBench-Video, the questions and annotated an-
swers have intentionally been designed to be free-form, de-
parting from the fixed characteristics commonly observed
in previous datasets, such as multiple-choice questions and
standardized question formats such as What/Who/How?
The questions have been formulated like conversations, re-
flecting linguistic diversity and aligning closely with real-
world application scenarios. For instance, requests for the
score of a football game may be expressed as “What is
the score of the football match in the video?” or “Tell me
the winning team and the final score.” In annotating an-
swers, efforts are made to capture as many details as pos-
sible. When answering Yes or No questions, the response
includes not only the binary answer but also the reason-
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ing. We marked as many situations as possible if it is an
enumeration question. Adverbs such as “maybe” or “most
likely” are used when the answer is uncertain. Moreover,
to evaluate the model’s Hallucination, we intentionally in-
cluded a few questions that cannot be answered based on
the video content. These questions are annotated like “The
answer cannot be known based on the video content.” All
questions and answers undergo human annotation, ensuring
the dataset’s quality.

3.4. Dataset Statistics

MMBench-Video contains 610 video clips from 16 major
categories (Fig. 3d), ranging from 30 seconds to 6 minutes,
as well as 2,256 question-answer pairs. Each QA evaluates
one or multiple capabilities of a vision-language model. In
Figs. 3c and 3f, we visualize the word clouds of questions
and answers in MMBench-Video, respectively. The total
length of those videos is 27.7h, and the average length of
video clips is 165 seconds. We demonstrate the duration
distribution of clips in MMBench-Video in Fig. 3a.

One major characteristic of MMBench-Video is that it

contains videos with a large number of video shots. We
sample the same number of videos from the text split
of NExT-QA (a typical video-QA benchmark), split each
video into multiple shots, and visualize the shot-per-video
number distribution across two benchmarks (Fig. 3b). The
average shot number of videos in MMBench-Video is sig-
nificantly larger than videos in NExT-QA (32.2 vs. 4.5).
In Fig. 3e, we further visualize the shot duration distribu-
tion of both datasets. Besides containing more shots in each
video, video shots in MMBench-Video also exhibit longer
duration, which makes MMBench-Video a more challeng-
ing benchmark.

3.5. Data Collection Pipeline

MMBench-Video is collected in a three-stage pipeline:
Finding & Self-Annotation, Peer-Annotation, and Post-
processing. We hired about 20 well-educated undergraduate
students to do the annotation work.

Finding & Self-Annotation The annotators are given a
guideline containing information about target videos and
question types. They browse YouTube freely. Once they



come across a video that matches our guidelines, they
record its YouTube ID, develop questions about the video,
and annotate answers.

Peer-Annotation After Stage 1, annotators have col-
lected enough videos. Now, they start to watch the videos
found by others and develop new questions. Through this
stage, videos undergo a rigorous cross-validation process,
ensuring diverse perspectives and minimizing bias in the
dataset. The iterative nature of this stage allows for con-
tinuous refinement, resulting in a more comprehensive and
well-curated dataset for computer vision research.
Post-processing In this phase, videos are crawled and re-
fined for optimal use. Firstly, if an annotator selects a clip
from a larger video, we employ clipping to extract the rele-
vant segment. Additionally, if the annotator thinks subtitles
are necessary for answering the question, we embed them
into the video.

3.6. Evaluation

The evaluation process involves tackling the challenge of
assessing responses to open-ended questions and ensuring
alignment with human annotations. This is particularly
complex given the inherent subjectivity of human judgment.
To automate this intricate process, we leverage ChatGPT
powered by GPT-4 [23] for scoring, employing a prompt
configured with a 3-point scale (0, 1, 2, 3). This method
streamlines the evaluation, providing a quantitative measure
of the model’s performance compared to human values.

The prompt establishes a standardized approach for eval-
uating candidate answers. We ensure a robust assessment by
explicitly instructing the model to consider semantic simi-
larity and disregard grammatical differences. The 3-point
scale employed in our evaluation process serves as a well-
defined metric for assessing candidate answers. A rating
of 0 signifies no similarity, indicating that the ca answer is
entirely wrong. A rating of 1 suggests low similarity, denot-
ing that the answer is largely incorrect. A rating of 2 implies
high similarity, indicating that the answer is largely correct.
Finally, a rating of 3 signifies semantic equivalence, convey-
ing that the answer is entirely correct. This tiered structure
provides a nuanced and granular evaluation, allowing for a
more detailed analysis of the model’s performance.

Experimental findings reinforce the effectiveness of our
scoring system. In comparison with human judgment, the
scores exhibit no significant differences, highlighting the re-
liability of the 3-point scale in capturing semantic similar-
ity. Furthermore, the consistency of scores is evident as the
experimental data reveals minimal variation. Specifically,
the standard deviation of scores for a given question-answer
pair is consistently less than 0.1, affirming the stability and
reproducibility of our evaluation framework. This robust-
ness reinforces the credibility of our approach in objectively
assessing the model’s responses.

This approach ensures that the evaluation process goes
beyond simple correctness and considers the subtleties of
semantic understanding, providing a more refined and in-
sightful assessment of the model’s performance. By in-
structing the Al assistant to focus on the essence of the re-
sponse rather than superficial linguistic variations, we aim
to enhance the model’s capacity to generate accurate and
contextually appropriate answers to free-form questions.

4. Experiment

In this section, we present the evaluation result of var-
ious technical solutions to multimodal understanding on
MMBench-Video.

4.1. Video-based Models on MMBench-Video

We summarize the results of video-based models in Tab. 2.
Most video models had an average score of less than 1 out of
3, with the best-performing model scoring only 1.05. These
scores indicate that the current video model’s proficiency
in comprehending MMBench-Video is in the early stages
of development. This observation highlights existing chal-
lenges and underscores the need for further improvements
in video understanding models to increase their ability and
effectiveness in understanding diverse video content.

There is an interesting observation from the compari-
son of mPLUG-Owl [32] and VideoChat [17]. Although
mPLUG-Owl achieved the highest scores in each Percep-
tion and Reasoning dimension, it lagged in the Hallucina-
tion test, resulting in an overall lower score than VideoChat.
mPLUG-Ow!’s strategy of trying to answer every question,
even when the video content could not provide a solution,
led to this result. In contrast, VideoChat excelled in the
hallucination test, achieving a remarkable score of 2.21. It
is noteworthy that honesty, where the model admits uncer-
tainty by saying “I don’t know”, is crucial. This practice
prevents the model from providing incorrect information,
thereby mitigating the potential negative impact on human
users.

4.2. Video-based Models on Image Multimodal
Benchmark

A video, fundamentally, is a sequential compilation of im-
ages. Consequently, for a model to comprehend a video,
it necessitates a foundational understanding of individual
images. To evaluate the image understanding capabili-
ties of existing video models, we performed tests on MM-
Bench [19], a benchmark on image multimodal understand-
ing. To evaluate the image dataset with the video model, we
employed a technique known as still-inflation, where an im-
age is expanded to a pseudo video clip by simply repeating.
In this experiment, an image is transformed into a 1-second
video with a frame rate of 30 frames per second (FPS) and
a total of 30 frames.



Mean

Model Mean CP FPS FP-C LR AR RR CSR TR HL
(w/o HL)
VideoChat [17] 1.05 0.90 1.1I9 086 079 044 105 120 0.69 1.03 221
Video-ChatGPT [20]  0.75 0.75 079 071 067 053 101 101 047 082 074
Otter-V [16] 0.87 0.77 094 080 072 049 090 091 060 079 1.67
LLaMA-Adapter [37]  0.73 079 072 071 080 063 070 120 056 1.02 028
mPLUG-OwI [32] 0.97 1.07 135 1.00 082 068 129 142 089 112 0.17
MovieChat [25] 0.44 0.43 097 056 041 0.11 040 061 0.18 024 046

Table 2. Evaluation Result of Video Models on MMBench-Video. CP, FP[S], FP[C] stands for Perception tasks, LR, AR, RR, CSR,
TR stand for Reasoning tasks. HL stands for the Hallucination test. All scores are on a 3-point scale. The higher HL score, the less
hallucination the model has. Due to the fact that the Hallucination test does not directly assess the video understanding ability of the model
(responding with “I don’t know” yields full scores), we present two mean scores: one with HL scores and the other excluding it.

Type Model Overal LR AR RR FP-S FP-C CP
InternLM-XComposer [36] 74.4 506 82.0 761 793 592 817

Image LLaVA-v1.5-13B [18] 67.0 399 747 616 709 599 754
Qwen-VL-Chat [4] 61.8 405 743 479 663 462 728
IDEFICS-80B-Instruct [14] 54.6 290 678 46,5 56.0 48.0 619
VideoChat [17] 27.9 7.0 438 223 236 12.6 40.0
Video-ChatGPT [20] 16.8 121 285 142 141 5.7 20.8

Video Otter-V [16] 17.9 40 330 95 14.8 5.3 27.0
LLaMA-Adapter [37] 13.7 11.6 205 142 98 150 128
mPLUG-Owl [32] 8.9 64 122 38 14.3 3.6 8.4

Table 3. Comparison of Image Models and Video Models on MMBench. The abbreviations LR, AR, RR, FP-S, FP-C, CP correspond to
Logic Reasoning, Attribute Reasoning, Relation Reasoning, Fine-Grained Perception [Single-Instance], Fine-Grained Perception [Cross-
Instance], and Coarse Perception, respectively, as defined in [19]. MMBench uses CircularEval method on multiple choice questions. The
reported numbers represent the percentage of correct answers (out of 100) for each ability.

We present the evaluation results in Tab. 3. The find-
ings demonstrate a significant image comprehension perfor-
mance gap between video-based and image-based models.
Notably, VideoChat is the highest-performing video-based
model on MMBench, which is consistent with its superior
performance on MMBench-Video. This substantiates our
hypothesis that foundational competence in video under-
standing inherently stems from proficient image compre-
hension.

4.3. Image-based Models for Video Understanding

Recognizing the limitations of existing video models and
the impressive performance of image-based models, we
considered using image models directly for video under-
standing. To apply image-based models to video under-
standing, we investigate two settings, namely 1-image and
9-image.

Under the 1-image setting, we randomly pick a single
frame from the video, depending solely on that image to
respond to the questions. Although there is a natural loss
of in-depth information, this approach is skillful at catch-
ing the primary global aspects of the video, which allows
for sufficient information gathering to address the relevant

questions.

The 9-image setting involves uniformly sampling nine
frames from the video and arranging them in a 3 x 3 grid to
create a composite image. The model is explicitly instructed
on the temporal sequencing of these frames, thereby en-
hancing its ability to comprehend the video’s temporal dy-
namics. This precise experimental design evaluates the ef-
fectiveness of utilizing image models for temporal model-
ing in video comprehension.

The results are presented in Tab. 4. The 9-image set-
ting demonstrates superior performance on average relative
to video models. As expected, scores on nine images ex-
ceed those on one image for most image models. Notably,
some image models perform better than video models, even
with only one image. These findings support our hypothesis
that existing video approaches inadequately capture tempo-
ral information. The apparent differences in performance
highlight the need for better techniques in modeling the
time-sensitive details of video comprehension.

4.4. LLM-based Approaches on MMBench-Video

Remarkable advancements have been made in large lan-
guage models, encouraging further investigation into their



Mean

Method Model Mean CP FPS FP-C LR AR RR CSR TR HL
(w/o HL)

VideoChat [17] 1.07 0.97 1.16 093 093 045 119 143 073 094 1.88

Otter-1 [16] 0.85 0.82 1.00 082 075 038 09 099 093 071 1.10

9-image  InternLM-XComposer [36]  0.76 0.81 1.13 078 067 047 105 104 062 070 040

Qwen-VL-Chat [4] 1.00 0.97 1.35 1.02 083 061 1.14 1.13 084 0.85 1.26

Idefics 9B _Instruct [14] 0.90 0.95 120 087 078 044 1.14 145 091 081 049

VideoChat [17] 1.03 0.90 1.14 085 077 050 1.01 115 070 111 2.06

Otter-1 [16] 0.77 0.77 098 0.79 066 046 0.89 091 071 0.76 0.76

l-image InternLM-XComposer [36] 0.72 0.76 1.05 0.82 055 047 086 099 059 071 0.45

Qwen-VL-Chat [4] 0.91 0.84 112 083 053 052 101 097 083 090 147

Idefics 9B _Instruct [14] 0.96 1.02 117 099 088 0.68 109 146 086 1.06 049

Table 4. Evaluation Result of Image Models on MMBench-Video.
Mean
Method Model Mean CP FPS FP-C LR AR RR CSR TR HL
(w/o HL)

Question GPT-4* [23] 0.84 0.63 0.19 025 029 059 088 105 058 122 250
GPT-4 [23] 0.88 0.69 022 023 037 067 086 1.17 055 143 242
Subtitle GPT-4 [23] 1.34 1.25 138 098 1.01 060 172 176 086 1.65 2.10
Localization ~ GPT-4 [23] + VideoChat [17]  1.54 1.46 1.62 148 146 120 165 149 119 1.60 2.19
+Video GPT-4 [23] + Otter [16] 1.39 1.38 145 131 .19 137 153 1.60 1.04 157 147

Table 5. Evaluation Result of Video Models on MMBench-Video. *The first row of data was tested on all MMBench-Video data, while
the other data was tested only on the subset of MMBench-Video with subtitles.

potential for describing video content. In theory, all video
information can be encoded in text. Therefore, it is enough
to answer all video-related questions from the text. How-
ever, the length of such text may exceed the context win-
dow of language models. Therefore, accurately summariz-
ing videos via text presents a significant research challenge.
Fortunately, subtitles provided by YouTube in MMBench-
Video present a promising opportunity. Since the videos
typically contain narrators delivering information, we em-
ployed GPT-4 [23] to analyze YouTube subtitles, examin-
ing the feasibility of comprehending videos through a text-
based method. We attempted three methods. The initial
approach was to input the question directly into the LLM
without any context from the video. The second method
was to input both the video subtitles and questions into the
LLM, enabling it to answer according to the subtitles. The
third method utilizes an LLM to identify the video interval
through subtitles and then employs a video model to ana-
lyze this segment and answer the question.

The results are presented in Tab. 5. Inputting only ques-
tions results in a low score, which is reasonable since no
information about the content of the video is given. How-
ever, the score is better than 0. There are two reasons for
this. First, we score based on the partial correctness of the
answer. The model may be able to guess part of the an-
swer through the questions, such as Yes or No questions.

Additionally, we found that it scores higher on reasoning
questions. Some videos in MMBench-Video provide fac-
tual information, such as physical laws. These videos con-
tain questions that a human expert could potentially an-
swer without watching the video. With knowledge en-
coded in existing language models, it is possible for LLMs
to achieve the same. The subtitle method scores signif-
icantly higher than video models. Localization + video
model further improved the score. This shows that the cur-
rent video model has inadequate temporal retrieval capabil-
ities, resulting in challenges when processing long videos
in MMBench-Video.

5. Future Work

In the future, we aim to expand our dataset by collect-
ing more data. Additionally, we intend to explore more
cost-effective annotation methods that minimize manual
labor while upholding annotation quality. Presently, we
have a test set, and our goal is to contribute a train-
ing set to the community, addressing the shortage of
video training data.  Ultimately, our goal is to pro-
vide detailed guidelines that can direct the enhance-
ment of models for more advanced video reasoning abili-
ties.
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